Clean Coders (Sankalp Bhandari, Shraddha Bang)

UNIVERSITY OF TEXAS AT DALLAS | 800 W CaMPBELL RD RICHARDSON TX 75080

Semantic Textual Similarity

Natural Language Processing

![](data:image/jpeg;base64,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)

Table of Contents

[Problem Description 2](#_Toc26204520)

[Proposed Solution 2](#_Toc26204521)

[Full Implementation Details 3](#_Toc26204522)

[Pre-Processing 3](#_Toc26204523)

[Similarity Measures (Feature Description) 3](#_Toc26204524)

[Structural Similarity Measures 3](#_Toc26204525)

[Syntactic Similarity Measures 4](#_Toc26204526)

[Semantic Similarity Measures 4](#_Toc26204527)

[Programming Tools 5](#_Toc26204528)

[Architectural Diagram 5](#_Toc26204529)

[Result and Error Analysis 5](#_Toc26204530)

[Problems faced 5](#_Toc26204531)

[Pending issues 5](#_Toc26204532)

[Potential Improvement 5](#_Toc26204533)

# Problem Description

For this project, we have designed and implemented a model that determines how similar two chunks of text are. The similarity score takes an integer value between 1 and 5 (included). The higher the score, the more similar the two chunks are.

In general, semantic textual similarity (STS) is a challenging problem; as it requires both an understanding of lexical-level similarity, and the semantic composition of the two chunks of text being analyzed. As a reference, here are some motivating examples:

*Sentence 1: Birdie is washing itself in the water basin.*

*Sentence 2: The bird is bathing in the sink.*

*Score: 4*

*Comment: Both sentences convey the message that a bird is taking a bath.*

*Sentence 1: The young lady enjoys listening to the guitar.*

*Sentence 2: The young lady enjoys playing the guitar.*

*Score: 2*

*Comment: Both sentences involve a lady and a guitar, but convey different actions i.e. listening to the guitar and playing the guitar respectively.*

# Proposed Solution

For our proposed solution, we aim to quantify the similarity of pairs of sentences by encoding a variety of relatedness features in a vector of attributes and then predicting their similarity scores by employing machine-learning algorithms. We have measured the similarity of sentences from three perspectives - structural, syntactical, and semantic. We have chosen to approach the estimation of similarity as a classification problem. Hence, we use the quantified similarity of sentence pairs to train a classifier that can then be applied to predict similarity score for the unseen pairs.

# Full Implementation Details

## Pre-Processing

1. The sentences are read line by line from the file.
2. Each line is split by tab to extract the id, two sentences to be compared and the label.
3. The two sentences are converted into lower case and punctuations are removed.
4. The dependency parse tree of those two sentences is calculated using spacy library.
5. The sentences are then tokenized using the wordnet.
6. The stop words are then removed from the list of tokens
7. POS tag of each of those tokens is found using wordnet
8. Each token is then lemmatized using the token and the POS tag of that token using wordnet library
9. The wordnet features like hypernyms, hyponyms, holonyms, meronyms and synsets are found are each of these lemmas

## Similarity Measures (Feature Description)

### Structural Similarity Measures

#### Ratio of Sentence Lengths **:**

The relative length of two sentences (length of smaller sentence over the longer one) provides a simple measure of similarity. However, this naïve attribute of a pair can be useful when combined with other more conceptual measures.

#### POS tag relative length

The relative length of POS tags (like nouns, verbs, adj, adv) are also calculated and serve as feature as they give the structural information about the two sentences.

#### Dependency parse tree comparison

We used Spacy to extract the dependency parse tree. From this, we extracted the subject(nsubj), predicate(root) and object(dobj) of the sentences and calculated the best score mechanism to find the similarity between the two nsubj, roots and dobj with best sense.

#### Word alignment

For this feature,we derive the word embedding using bag of word model approach. We then use “difflib’s SequenceMatcher” to find out the sequence matching score between two embeddings of a pair of sentences.

### Syntactic Similarity Measures

#### Bag of words + Jaccard Similarity

A simple measure for computing the similarity of a sentence pair is the number of words they have in common. Hence a sentence can be considered as a set of words. To incorporate this perspective, we calculate the Jaccard similarity coefficient of a pair of sentences

#### Bag of words + Cosine Similarity

The above same bag of word model can be used to formulate the vectors for each sentence and calculate the cosine similarity of these vectors. The cosine similarity is advantageous because even if the two similar sentences are far apart by the Euclidean distance (due to the size of the sentences), chances are they may still be oriented closer together. The smaller the angle, higher the cosine similarity.

### Semantic Similarity Measures

#### Bag of words + Synsets + Jaccard Similarity

Other sets of vocabulary-based similarity measures can be devised by getting all the synonyms of each word of sentences and considering them in the comparison process. One of these measures can be calculated by applying WordNet for obtaining synonyms of words. For this WordNet synonymy measure, the corresponding synsets of all the lemmas of the effective words in sentences are retrieved from WordNet. The sets of synsets of a pair of sentences are then compared to each other and the jaccard similarity is calculated.

#### Synsets + Jaccard Similarity

Only the synsets extracted from the wordnet are taken into consideration and the jaccard similarity is calculated on that sets as they will have more features in common and the lemmas will not get considered here. This proved a good measure. As the set of synsets of the similar lemmas will be same and they will give more semantic similarity than the lemmas themselves.

#### Bag of words + Synsets + Cosine Similarity

As explained earlier, in order to have more semantic features, the vectors are now generated taking the synsets of effective words and their cosine similarity is calculated.

#### Synsets + Cosine Similarity

Here vectors are generated using the synsets only and their cosine similarity is calculated.

#### Word sense-based similarity

This measure uses a WordNet-based word sense disambiguation approach to find the best senses of tokens between the sentences. We have used path similarity measure from wordnet for this approach . We calculate the best score based on the highest path similarity for each token from first sentence among tokens from other sentence.

#### POS Tag based similarity

For this similarity measure, we get the POS tags of each word in the subject and object phrases of a sentence and form a set of these tags. Then we again use the best score mechanism explained in above feature for these sets of tags.

#### Word Mover Distance

WMD enables us to assess the “distance” between two sentences in a meaningful way, even when they have no words in common. It uses Google’s pretrained vector embeddings of words. The intuition behind the method is that we find the minimum “traveling distance” between documents, in other words the most efficient way to “move” the distribution of sentence 1 to the distribution of sentence 2. It been shown to outperform many of the state-of-the-art methods in *k*-nearest neighbors classification.

## Programming Tools

* 1. [spaCy](https://github.com/explosion/spaCy): Python API commonly used in the industry
  2. [scikit-learn](https://scikit-learn.org/stable/): Python API for ML frameworks
  3. [NLTK](https://www.nltk.org/): Python API for common NLP tasks
  4. Google’s pre-trained Word2Vec model
  5. Difflib’s SequenceMatcher
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